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Skills, Rules, and Knowledge; Signals, Signs,
and Symbols, and Other Distinctionsin
Human Performance Models

JENS RASMUSSEN, SENIOR MEMBER, IEEE

Abstract - The introduction of information technology based on digital
computers for the design of man-machineinterface systemshasledto a
requirement for consistent modelsof human performanceinroutinetask
environments and during unfamiliar task conditions. A discussion is
presented of the requirement for different types of models for
representing performance at the skill-, rule-, and knowledge-based
levels, together with areview of the differentwaysinwhichinformation
is perceived at these different levels in terms of signals, signs, and
symbols. Particular attention is paid to the different possible ways of
representing system properties which underlie knowledge-based
performance and which can be characterized at several levels of
abstraction-from the representation of physical form, through
functional representation, to representation in terms of intention or
purpose. Furthermore, theroleof qualitative and quantitative modelsin
the design and evaluation of interface systems is mentioned, and the
need to consider such distinctionscarefully isdiscussed.

INTRODUCTION

ANY technical systems in modern times are highly

automated and do not rely on human intervention in the
control of normally planned functions. Yet their existence
depends on extensive support from a human staff to maintain
the necessary conditionsfor satisfactory operation and to cope
with all the badly structured and probably unforeseen states of
affairs in the system. Due to the high risk involved in the
potential for accidents in large centralized production units,
concern with being ableto predict human performance during
complex rare events has increased. We therefore need
systematic descriptions of human performance in total, from
the observation of information to the physical actions on the
process plant, and the descriptions should cover awide range
of work situations from daily routine to stressed encounters
withaccidental events.

We need tools for reliable prediction of human performance
and of the various error modes for this purpose. A long
tradition exists within vehicle control to use quantitative
models for systems design and performance analysis, such as
the models based on optimal control theory. During recent
years, attempts have been made to extend these models to
higher level human decisionmaking to conform with the
increasing levels of automation in aviation, and to transfer
such modelsfor process control applications. Whether or not
this approach is fruitful depends on the
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nature of the human task. The optimal control part of the
model may not be needed if themanual actsarenolonger an
integral part of the control task but merely a general
interface manipulation skill. In that case, independent
development of adecision model may lead to amore direct
approach. What we need isnot aglobal quantitative model
of human performance but aset of modelswhichisreliable
for defined categories of work conditions together with a
qualitative framework describing and defining their
coverage and relationships. 1n some areas, particularly in
reliability engineering, several premature attempts have
been made to quantify human performance due to the
pressing need for prediction. This tendency to rush to
measurement and quantification is, however, not only a
modem trait of engineers. Indeed, the stranger in Plato's
Satesman remarked:

There are many accomplished men, Socrates, who say,
believing themselves to speak wisely, that the art of
measurement isuniversal, and hasto do with al things.... But
these persons, becausethey are not accustomed to distinguish
classes according to real forms, jumble together two widely
different things, relating to one another, and to a standard,
under the idea that they are the same, and also fall into the
converse error of dividing other things not according to their
real parts.
The aim of the present paper is to discuss some basic
distinctions which are useful in defining the categories of
human performance for which separate development of
models is feasible. In this effort we have to consider that
humans are not simply deterministic input-output devices
but goal-oriented creatures who actively select their goals
and seek therelevant information. The behavior of humans
isteleological by nature. Intheir classical paper Rosenbluth
and Wiener [1] define teleological behavior as behavior
whichismodified during itscourse by signalsfromthegoal.
This restrictive definition seems, however, to be due to an
inadequate distinction between two concepts. causes of
physica events and reasons for physica functions, a
distinction which hasbeen discussed in detail by Polanyi [2].
Teleological behavior is not necessarily dependent on
feedback during its course but on the experience from
previousattempts, i.e., thereason for choosing the particular
approach. Reasonsact astheclassical "fina causes’ and can
control functions of behavior systems by selection,
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Fig. 1. Simplified illustration of three levels of performance of skilled human operators. Note that levels are not alternatives
but interact in away only rudimentarily represented in diagram.

be it natural selection in biological evolution or through
human design choices for man-madesystems. Causes, on
the other hand, control functions through the physical
structure of the system. Since all technical systems are
designed for very definite reasons, it follows directly that
teleological explanations-in the classical sense-of the
functions of man-made systems derivedfrom their ultimate
purpose are as important as causal explanations based on
engineering analysis. Thesameisthe casefor explanations
of purposive human behavior.

Actually, even human position and movement in the
physical environment are only occasionally directly
controlled during the course of action by simplefeedback. It
may bethe caseinunfamiliar situations calling for accurate
and slow time-space coordination, but in more complex
rapid sequences, the sensory equipment is too slow for
direct feedback correction, and adaptation is based on
means for selection and regenerationof successful patterns
of behavior for use in subsequent situations, i.e., on an
internal dynamicworld model.

At a higher level of conscious planning, most human
activity depends upon a rather complex sequence of
activities, and feedback correction during the course of
behavior from mismatch between goal and final outcome
will therefore be too inefficient, since in many cases it
wouldleadto astrategyof blind search. Human activity ina
familiar environment will not begoal-controlled; rather, it
will be oriented towards thegoal and controlled by aset of
rules which has proven successful previously. In
unfamiliar situations when proven rulesare not available,
behavior may be goal-controlled inthe sense that different
attempts are made to reach the goal, and a successful
sequenceisthen selected. Typically, however, theattempts
to reach the goal arenot performed in reality, but internally
asaproblem-solving exercise, i.e.,the successful sequence
isselected from experimentswithan internal representation
or model of the propertiesand behavior of the environment.
The efficiency of humans in coping with complexity

is largely due to the availability of a large repertoire of
different mental representations of the environment from
which rulesto control behavior can be generated ad hoc. An
analysis of the form of these mental modelsisimportantto the
study of humaninteractionwith complex man-made systems.

Basically, meaningful interaction with an environment
depends upon the existence of a set of invariate constraintsin
the relationships among events in the environment and
between human actions and their effects. Theimplications of
the foregoing discussion is that purposive human behavior
must be based on an internal representation of these
constraints. The constraints can be defined and represented in
variousdifferent ways whichin turncan serveto characterize
the different categoriesof humanbehavior.

SKILLS,RULES, AND KNOWLEDGE

When we distinguish categories of human behavior
according to basically different ways of representing the
constraints in the behavior of a deterministic environment or
system, three typical levels of performance emerge: skill-,
rule-, and knowledge-based performance. Theselevelsand a
simplified illustration of their interrelation are shown
in Fig.1.

The skill-based behavior represents sensory-motor
performance during acts or activities which, following a
statement of an intention, takeplace without conscious control
as smooth, automated, and highly integrated patterns of
behavior. Only occasionally is performance based onsimple
feedback control, where motor output is a response to the
observation of an error signal representing the difference
between the actual state andthe intended state in atime-space
environment, and where the control signal is derived at a
specific point in time. Typical examples are experimental
tracking tasks. In real life this mode is used rarely and
only for slow, very accurate movements such as
assembly tasks or drawing. In most skilled sensory-motor
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tasks, the body acts as a multivariable continuous control
system synchronizing movements with the behavior of the
environment.  Performance is based on feedforward
control and depends upon a very flexible and efficient
dynantc internal world model. Feedforward control is
necessary to explain rapid coordinated movements, for
instance, in handwriting, sports, etc. T'he role of
feedforward control for industrial control tasks has been
demonstrated experimentally by Crossman and Cooke [3].
Pew [4] found ashift from error correction mode to pattern
generation modebetween 0.5and 1 Hzinsinustracking.

The control of voluntary movements is even more
complex. Since the success of rapid movements is
independent of theinitial positions of limbs, and since the
topology of movements can be transferred to other metric
proportions and limbs, the function must depend on
schemata for generating complex movements with
reference to a dynamic internal map of the environment.
Sensory input is probably not used to control movements
directly but to update and align this internal map (see
Bernstein [5] and the excellent review by Pew [4]). The
case in point isthat the behavioral complexes necessary to
perform anintention to"pick up aglass' or "placefinger on
nose" [6] are integrated wholes which cannot be
decomposed into separate elements (without changing the
level of description to neurophysiology). From this
discussion the constraints in the behavior of the
environment at the skill level appear to be represented only
by prototypical temporal-spatial patterns.

Characteristically, skilled performance rolls aong
without conscious attention or control.  The total
performance is smooth and integrated, and sense input is
not selected or observed: the senses are only directed
towards the aspects of the environment needed
subconsciously to update and orient the internal map. The
manlooksrather than sees.

In some cases, performance is one continuous integrated
dynamic whole, such as bicycle riding or musica
performance. In these cases the higher level control may
taketheform of consciousintentionsto "modulate” theskill
in genera terms, such as "Be careful now, the road is
dlippery,” or "Watch out, now comesadifficult passage.” In
other cases, performance is a sequence of rather isolated
skilled routines which are sequences of a conscious
"executive program.” In general, human activities can be
considered as a sequence of such skilled acts or activities
composed for theactual occasion. Theflexibility of skilled
performance is due to the ability to compose, from alarge
repertoire of automated subroutines, the sets suited for
specific purposes.

At the next level of rule-based behavior, the composition
of such a sequence of subroutines in a familiar work
situation is typicaly controlled by a stored rule or
procedurewhich may have been derived empirically during
previous occasions, communicated from other persons
know-how asinstruction or acookbook recipe, or it may be
prepared on occasion by conscious problem solving and
planning. The point here is that performance is goal-
oriented but structured by "feedforward control” through
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a stored rule. Very often, the goa is not even explicitly
formulated butisfoundimplicitly inthesituation releasing the
stored rules. The control is teleological in the sense that the
rule or control is selected from previous successful
experiences. The control evolves by "survival of the fittest"
rule. In effect, the rule will reflect the functional properties
which constrain the behavior of the environment, but usually
in properties found empirically in the past. Furthermore, in
actual life, the goal will only be reached after along sequence
of acts, and direct feedback correction considering the goal
may not be possible.  Feedback correction during
performance will require functional understanding and
analysis of the current response of the environment, which
may be considered an independent concurrent activity at the
next higher level (knowledge-based).

The boundary between skill-based and rule-based
performance is not quite distinct, and much depends on the
level of training and on the attention of the person. Ingeneral,
the skill-based performance rolls along without the person's
conscious attention, and he will be unable to describe how he
controls and on what information he bases the performance.
Thehigher level rule-based coordinationisgenerally based on
explicit know-how, and the rules used can be reported by the
person.

During unfamiliar situations, faced with an environment
for which no know-how or rulesfor control areavailablefrom
previousencounters, the control of performance must moveto
a higher conceptua level, in which performance is goal-
controlled and knowledge-based. Inthissituation, thegoal is
explicitly formulated, based on an analysisof the environment
and the overall aims of the person. Then a useful plan is
developed-by selection-such that different plans are
considered, and their effect tested against the goal, physically
by trial and error, or conceptually by means of understanding
the functional properties of the environment and prediction of
the effects of the plan considered. At thislevel of functional
reasoning, the internal structure of the system is explicitly
represented by a “mental model" which may take severa
different forms. We will return to this point in discussion of
reasonsand causes|ater.

Similar distinctions between different categories of human
behavior have been proposed elsewhere.  Fitts [7]
distinguishes between three phases of learning a skill: the
early or cognitive phase, theintermediate or associative phase,
and the final or autonomous phase. If we consider that in real
life a person will have a varying degree of training when
performing histask depending on variationsand disturbances,
the correspondence with thethreelevelsin the present context
isclear.

Whitehead [8, pp. 92-98], discussing symbolism, operates
with three categories of human performance: instinctive
action, reflex action, and symbolically conditioned action,
which arealsorelated to the present discussion:

Pure instinct is the most primitive response which is yielded
by organisms to the stimulus of their environment....
Reflex action is a relapse towards a more complex type of
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instinct on the part of an organism which enjoys, or has
enjoyed, symbolically conditioned action.... Reflex action
ariseswhen, by the operation of symbolism, the organism has
acquired the habit of action in response to immediate sense-
perception, and has discarded the symbolic enhancement of
causal efficacy.. . . [In symbolic conditioned action] the causal
efficacy is thereby perceived as analyzed into components
with the locations in space primarily belonging to the sense-
perceptions.... Finally mankind also uses a more artificia
symbolism, obtained chiefly by concentrating on a certain
selection of sense-perceptions, such aswordsfor example. In
this casethereisachain of derivations of symbol from symbol
whereby finally the local relations between the final symbol
and the ultimate meaning are entirely lost. Thus these
derivative symbols, obtained as they were by arbitrary
association, are really the result of reflex action suppressing
theintermediate portionsof thechain.

Whitehead's discussion of symbols and derived symbols,
the meaning of which is lost, leads to the distinction
between signals, signs, and symbols.

SIGNALS/SIGNS/SYMBOLS

One aspect of the categorization of human performance
in skill/rule/knowledge-based behavior is the role of the
information observed from the environment, which is
basically different in the different categories. The fact that
information or indications from the environment can be
perceived in basically different ways by a human observer
isno new discovery, but curiously enough it has so far not
been considered explicitly by man-machine interface
designers. This is the case even though major problems
during unfamiliar situations may be caused by the fact that
the same indication may be perceived in various different
roles and that it is a well-known psychological
phenomenon that shift between different modes of
perceptionisdifficult.

Attheskill-based |evel the perceptual motor system acts
asamultivariable continuouscontrol system synchronizing
the physical activity such as navigating the body through
the environment and manipulating external objects in a
time-spacedomain. For thiscontrol the sensedinformation
is perceived astime-space signals, continuous quantitative
indicators of the time-space behavior of the environment.
These signals have no "meaning" or significance except as
direct physical time-space data. The performance at the
skill-based level may be released or guided by vaue
features attached by prior experience to certain patternsin
theinformation not taking part in the time-space control but
acting ascuesor signsactivating theorganism.

At the rule-based level, the information is typically
perceivedassigns. Theinformation perceivedisdefined as
asign when it serves to activate or modify predetermined
actionsor manipulations. Signsrefer to situationsor proper
behavior by convention or prior experience; they do not
refer to concepts or represent functional properties of the
environment. Signsare generally labeled by nameswhich
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may refer to states or situations in the environment or to a
person'sgoalsand tasks. Signscan only be used toselect or
modify the rules controlling the sequencing of skilled
subroutines; they cannot be used for functional reasoning,
to generate new rules, or to predict the response of an
environment to unfamiliar disturbances.

To be useful for causal functional reasoning in
predicting or explaining unfamiliar behavior of the
environment, information must be perceived as symbols.
While signs refer to perceptsand rules for action, symbols
refer to concepts tied to functional properties and can be
used for reasoning and computation by means of a suitable
representation of such properties. Signs have extemal
referenceto states of andactions upon the environment, but
symbols are defined by andrefer to the internal conceptual
representation which is the basis for reasoning and
planning. Cassirer notes[9]:

Symbols - in the proper sense of the term - cannot be
reduced to mere signs. Signs and symbols belong to two
different universes of discourse: a sign is part of the
physical world of being, a symbol is part of the human
world of meaning.

The difference between signs and symbols, and the
difficulty in the shift from rule-based reliance on signsto
knowledge-based use of symbols, isclearly illustrated in
the testimony of the Three Mile Island operators to the
Congress[10, p. 138].

Mr. Frederick: "Let me make a statement about the
indications. All you can say about them is that they are
designed to provide indications for whatever anticipated
casualtiesyou niight have. If you go out of thebounds of an
anticipated casualty, if yougo beyond what the designers
think might happen, then the indications are insufficient
and they may lead you to make wrong inferences. In other
words, what you are seeing on the gage, likewhat | saw on
the high pressurized level, 1 thought it was due to excess
inventors | n other words, | wasinterpreting the gage based
on the emergency procedure, where the emergency
procedure is based on the design casualties. So the
indicationsthen are based upon my interpretation. Hardly
any of themeasurementsthat we havearedirectindications
of what is going on in the system. They are all implied
measurements.”

If to this is added the difficulty in abandoning a search for a
rulewhichisnot there, the point becomesclear [ 10, p. 139].

Mr. Faust: "What maybe youshould try to understand here
isthat wearetrying to gain the proper procedureto go at it.
We were into possibilities of several procedures, not just
one, to cover what was happening. It has not been written,
in fact. So we were till trying to determine which
proceduretogoby."

The distinction between the perception of information as
signals/signs/symbols is generally not dependent on the
forminwhich theinformationis presented but rather onthe
contextinwhichitisperceived, i.e., upon theintentionsand
expectations of the perceiver. Whorf expresses
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Fig. 2. Samephysical indication on control panel can serveto commu-
nicateto operator informof signal, sign, and symbol.

thiswell-knownfactinthefollowing way [11]:

The categories and types that we isolate from the world
of phenomena we do not find because they stare every
observer in the face; on the contrary, the world is
presented to us in a kaleidoscopic flux of impressions
which hasto beorganized by our minds....

Fig. 2 illustrates how the same instrument can serve to
transmit all threekindsof message.

The discussion of the different perception of
information is a classical topic within biology and
philosophy, and similar distinctions have been drawn.
Dewey and Bentley [12] apply the same definition for
sign and symbol asdiscussed but usetheterm signal ina
different way whichismorerelated to itsusein classical
discussions of reflexive behaviorsuch asthat of Paviov's
dogs. They

have employed the word "sign" to name this technically
characteristic ‘indirectness' as it is found across the entire
behavioura field... Within the range of sign, the word
"signal" was chosen to name the underlying sensory-
perceptive levei; the word "designation” for the next higher
evolutionary level-namely, that of linguistic sign operation;
and the word "symboling” for a till higher range in the
evolutionary sense....

In the present man-machine context, it seems to be
important to keep the role of information as time-space
signals, which are processed directly in adynamic control
of the motor performance, separate from the role as signs
which serveto modify actionsat ahigher level.
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The distinction between signs and symbolsis also treated
by von Foerster [13]. However, he focuses upon the
difference between humansand animals.

Communication among social insects is carried out through
unalterable signs which are linked to the genetic make-up of the
species... To communicate acquired knowledge by passing
through generations, it must be communicated in symbols and not
signs. Thisseparatesmanfrom beasts.

Thismay bethe case sometimes, but operating from signsmay
alsobethenormal way to beefficient for humans.

To sum up, the three levels of behavior in the present
context are characterized by different uses of the information
available, andthedistinctionisvery clear from aninformation
processing point of view.

Sgnalsare sensory data representing time-space variables
from a dynamical spatia configuration in the environment,
and they can be processed by the organism as continuous
variables.

Sgnsindicate a state in the environment with reference to
certain conventions for acts. Signs are related to certain
features in the environment and the connected conditions for
action. Signs cannot be processed directly, they serve to
activate stored patternsof behavior.

Symbols represent other information, variables, relations,
and properties and can be formally processed. Symbols are
abstract constructsrelated to and defined by aformal structure
of relations and processes-which by conventions can be
related to featuresof theexternal world.

REASONS/ CAUSES

As previoudly mentioned, in the knowledge-based domain
the functional or causal properties of the environment can be
represented in different ways. Severa problems meet the
human data processor at this level in the interaction with a
complex physical environment. Only a few elements of a
problem can be within the span of attention simultaneously.
This means that the complex net of causal relations of an
environment must be treated in a chain of mental operations,
often leading to effects like the law of least resistance and the
point of no return. That is, strategies which depend on
sequences of simple operations are intuitively preferred, and
little tendency will exist to pause in a line of reasoning to
backtrack and develop aternativeor parallel paths[14].

An effectiveway to counteract limitationsof attention seems
to beto modify the basis of mental dataprocessing -the mental
model of the causal structure-to fit it to the specific task in a
way which optimizes the transfer of previous results and
minimizes the need for new information. The efficiency of
human cognitive processes seemsto depend upon an extensive
use of model transformations together with a simultaneous
updating of the mental modelsin all categorieswith new input
information, an updating which may be performed below the
level of consciousattentionand control.

From the analysis of verba protocols, it appears that
several strategies for model transformation are generally
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used to facilitate mental data processing, such as the
following.

Aggregation: Elements of a representation are
aggregated into larger units, chunks, within the same
model category as familiarity with the context
increases.

Abstraction: The representation of the properties of a
system or an environment is transferred to a model
category at ahigher level of abstraction.

Analogies and Use of Ready-Made Solutions: The
representation is transferred to a category of model for
which asolutionisalready known or rulesare available
togeneratethesolution.

In the abstraction hierarchy, which has been identified
from analysis of verbal protocols from computer
maintenance and process plant control, the system's
functional properties are represented by concepts which
belong to severa levels of abstraction (see Fig. 3). The
lowest level of abstraction represents only the system's
physical form, its material configuration. The next higher
level represents the physical processes or functions of the
various components and systems in a language related to
their specific electrical, chemical, or mechanical
properties. Above this, the functional properties are
represented in more general concepts without reference to
the physical process or equipment by which the functions
areimplemented, and soforth.

Atthelower levels, elementsin the description match the
component configuration of the physical implementation.
When moving from one level of abstraction to the next
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higher level, the change in system properties represented is
not merely removal of detail sof information onthephysical or
material properties. More fundamentally, information is
added on higher level principles governing the co-function of
thevariouselementsat thelower level. Inman-madesystems,
these higher level principles are naturally derived from the
purpose of the system, i.e, from the reasons for the
configurations at the level considered. Change of level of
abstraction involves a shift in concepts and structure for
representation as well as a change in the information suitable
to characterize the state of the function or operation at the
various levels of abstraction. Thus an observer will ask
different questions regarding the state of the environment
depending on the nature of the currently active internal
representation.

In other words, models at low levels of abstraction are
related to a specific physical world which can serve severa
purposes. Models at higher levels of abstraction are closely
related to a specific purpose which can be met by severa
physical arrangements. Therefore, shifts in the level of
abstraction can be used to change the direction of pathswhich
aresuitablefor transfer of knowledgefrom previous casesand
problems. Atthetwo extremelevelsof models, thedirections
of the paths available for transfer are in a way orthogonal,
since transfer at one level follows physical, materia
properties, whileat theother it follows purpose.

Important human functions in man-machine systems are
related to correction of the effects of errorsand faults. Events
can only be defined as errors or faults with reference to
intended state, normal function, or other variants of system
purpose or functional meaning. The functional models at the
different levels of abstraction play different roles in coping
with error struck systems. Causes of improper functions
depend upon changesin the physical or material world. Thus
they are explained "bottom-up” in the levels of abstraction,
whereas reasons for proper functionare derived " top-down"
from the functional purpose (see Fig. 3). Theclear difference
between the propagation of causes of faults and reasons for
function in the hierarchy has been discussed in detail by
Polanyi [2]. Thisrole of the abstraction hierarchy can be seen
clearly in verbal protocols recorded during diagnostic search
in information processing systems. The diagnostician will
frequently beforced to consider the functions of the system at
severa levels. Hewill typically have to identify information
flow paths and proper functional states by arguing top-down
from the level of symbolic information, while he will utilize
bottom-up considerations to analyze and explain the actual
functional statefrom physical causes.

Another human task for which the use of representations at
several levelsof abstractionisof obviousvalueisthe design
of technical systems. Basically, system designisaprocess of
iteration between considerations at the various levels rather
than an orderly transformation from adescription of purpose
to adescription intermsof physical form. A many-to-many
mapping exists between the two levels; a purpose
can be served by many physical configurations, and
a physical system can serve many purposes
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or have avariety of effects. Theuse of different categories
of representation in a design strategy has been explicitly
discussed by Alexander [15, p. 89, 90]:

Every form can be described in two ways: from the point
of view of what it is, and from the point of view of what it
does. What it is, is sometimes called the formal
description. What it does, when put in contact with other
things, is sometimes called the functional description....
The solution of a design problem is really only another
effort to find a unified description. The search for
realization through constructive diagrams is an effort to
understand the required form so fully that there is no
longer arift between its functional specification and the
shapeit takes.

If we accept the complex of strata between physical form
and functional meaning of technical systems, an
"invention" is related to a jump of insight which happens
when one mental structure upward from physical form and
another downward from functional meaning, which have
previously been totally unconnected, suddenly mergeto "a
unified description."”

Each level of abstraction or category of representation
depends upon a specia set of concepts and relationships.
Shifting the level of modeling can be very effective in a
problem situation since data processing at another level can
be more convenient, the process rules can be simpler or
better known, or results can be available from previous
cases. A special instance of thisstrategy isthe solution of a
problem by simple analogy which depends upon the
condition that different physical systems have the same
description at higher level sof abstraction.

In some cases, efficient strategies can be found where
symbols are transferred to another level of abstraction and
reinterpreted. A simple example will be the subconscious
manipulation of symbols which are reinterpreted as
artificial objects, e.g., Smith's [16] solution of scheduling
problems by manipulation of rectangles; or the
reinterpretation of numbers in terms of actions for
calculations by means of an abacus. This recursive use of
the categories of functional model saddsancther dimension
to the variety of tricks to cope with complexity. The most
general is, of course, the use of natural language which can
be used to make statements about model s and operations at
al levels of abstraction. However, this generdlity is
frequently offset by the difficulty of keeping track of the
context, i.e., thecategory of model behind thesymbols.

Another consideration should be added to thisdiscussion.
Frequently, other persons will be part of the environment
with which a particular person interacts and for which he
has to use mental models in order to cope with unfamiliar
situations.  As for technical systems, various levels of
abstraction can be used to model human functiona
properties, and ananal ogy of thelevelsdiscussedinFig. 3is
drawnfor " modelsof man" inFig. 4. All thelevelsare used
in various professional contexts, but what is of particular
interest here is that, in ordinary working life, human
interaction is based on a top-down prediction drawn from
perceptions of other persons' intentions, motives, and on
common sense representations of human capabilities,
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together with knowledge of accepted practice. Causd
bottom-up arguments play literally no role, and the most
important information to use for planning human interactions
for unfamiliar occasions is therefore knowledge of the value
structures and myths of the work environment. The obvious
reason for thisis the complexity and flexibility of the human
organism. However, it should be emphasized that due to the
growing complexity of information and control systems, the
role of such intentional models[17] israpidly increasing, and
forinteractionwith suchtechnical systemsaswell.

QUALITATIVE VERSUS QUANTITATIVE MODEL S OF
HUMAN PERFORMANCE

A discussion of models of human behavior raises
immediately the distinction between qualitative and
quantitative models.  Frequently, qualitative models are
considered to be merely premature descriptive modelswhich,
after further work, will develop into or be replaced by proper
quantitativemodels. However, thisisnot necessarily the case.
Thetwo kindsof modelshavein several respectsdifferent and
equaly important roles for analysis and prediction of
performance. Thisdifferencein significanceisrelated to the
distinction between categories of behavior and the members
of such categories, i.e., the specific behavior in particular
situations. Bateson [18, p. 46] discusses this distinction in
detail with referenceto Whitehead and Russells logical types:

... thereisadeep gulf between statements about an identified
individual and statementsabout aclass. Such statementsare
of different logical types, and prediction from one to the
otherisalwaysunsure.
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The fact that "the generic we can know, but the specific
eludes us' [18, p. 45] has different implications depending
upon the purpose of the modeling effort. For systems
design, qualitative models will serve important purposes if
they are ableto predict the category of behavior which will
be activated by different possible interface configurations
and display formats. The model will then support the
choice of aninterface design which will activate acategory
of behavior having limiting properties compatible with the
functions allocated the human operator. Inaway, research
on human performance in order to support system design
should not focus on modeling actual performance in
existing environments but on possible performance in
optimal future systems, as has been discussed by Sloman
[19] in a philosophical context. Qualitative models
identifying categories of behavior and the limiting
properties of the related human resources will serve
designers along way in the design of systemswhich allow
humansto optimizetheir behavior within aproper category
[20]. Compare thiswith Norman's arguments [21] for the
importance of considering the proper mental image for
design of "friendly" systems and the need for a profession
he calls "cognitive engineering." The distinctions between
models of categories and of particulars have different
implications depending also on the cognitive level of
behavior considered. At the skill-based level we are
considering highly trained people, similar to experimental
psychologists "well trained subjects’ who have adapted to
the particular environment. In this domain, models of
optimal human performance are mainly models of the
behavior of the environment, as seen through the man.
Therefore, generic quantitative models of human
performanceinwell structured tasks can be-and have been-
developed at this level of performance. At the level of
knowledge-based behavior, we are dealing with individual
reactionsto unfamiliar situations, and modelswill be more
aquestion of qualitative matching of categories of system
requirements with human resources. For unfamiliar tasks,
these resources depend on a specific person's subjective
preferences, experience, and state of training. In this
context, training means supplying people with a proper
repertoire of possible behaviors for unexpected situations,
and qualitative models matching categories will be highly
effective. Until recently, thetraining of industrial operators
has not been based on models of human performance
compatible with those used for systems design. However,
the explicit use of qualitative models for matching
categoriesof system requirementsand human resourcesfor
planning of training programs by Rouse and his coworkers
[22] has turned out successfully and proves the value of
qualitativemodels.

To be useful, qualitative as well as quantitative models
must reflect the structure underlying the mental processes,
i.e., the internal or mental models; the kind of data dealt
with by the processes; and the rules or strategies used to
control the processes. In addition, the models must reflect
the limits of human capabilities so that human "errors' are
alsomodeled properly.

|EEE TRANSACTIONSON SYSTEMS, MAN, AND CYBERNETICS, VOL. SMC-13, NO. 3, MAY/JUNE 1983

This questionof alsomodeling errorsproperly leadsdirectly
to the issue of analog parallel processing models versus the
sequential digital models of human information processes of
theartificial intelligence (Al) community. Can holistic human
perception, for instance, be properly model ed by the sequential
"production rule" systems? In the present context of models
for system design and evaluation, the fundamental question
appears to be not whether a model is implemented for
experimental evaluation by means of one or another physical
information processing system but whether or not atheoretical
framework exists formulated independently of the tools for
experimental implementation. This framework must have a
one-to-one correspondence to human psychological
mechanisms, their processing limitations, and error
characteristics. If such a separation between model and
implementation were maintained, many of the arguments
between psychologists and Al researchers [23] could be
circumvented. An implication of this point is that computer
programs based, for instance, on the production systems of
Newell and Simon [24] cannot in general be accepted as
theories unless they adequately represent limiting properties
and error characteristics of the human processes. Proper
representation of the failure properties of human information
processeswill bedifficult, for instance, if holistic perceptionis
modeled by sequential scene analysis. Therefore, proper
evaluation of amodel requires analysis of instances when the
model breaks down rather than a search for correspondence
with human performance in successful instances. Thisisthe
essenceof Simon'sstatement [25]:

A thinking human being is an adaptive system; ... To the
extent he is effectively adaptive, his behaviour will reflect
characteristics largely of the outer environment... and will
reveal only a few limiting properties of his inner
environment....

Successful performance does not validate a model, only tests
of itslimitsand error propertiescandothis.

CONCLUSION: IMPLICATIONS FOR DESIGN

In our work, concern is with thetimely development of
models of human performance which can be useful for the
design and evaluation of new interface systems. For this
purpose, we do not need a single integrated quantitative
model of human performancebut rather anoverall qualitative
model which allowsusto match categoriesof performanceto
types of situations. In addition, we need a number of more
detailed and preferably quantitative models which represent
selected human functions and limiting properties withinthe
categories. Therole of the qualitative model will generally
be to guide overall design of the structure of the system
including, for example, a set of display formats, while
selective, quantitative models can be used to optimize the
detailed designs.

In many cases, the use of quantitative models for
optimizing a design can be replaced by experimental
evaluation. Unfortunately, however, it is the categories of
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performance for which experimental evaluation is most
feasible-i.e., skill- and rule-based performances-which are
aso most readily modeled quantitatively. A major
difficulty isthemodeling of the knowledge-based control of
performance during unfamiliar situations as well as the
interaction among the different levels of performance
depending upon the state of training. In particular,
experimentally as well as analyticaly, studying the
interference from over-learned routines during situations
calling for knowledge-based responses is very difficult.
Severa problem areas for research can be identified for
which we find it important to separate the categories of
performance while keeping in mind the distinctions
discussed previously. Thefirst problem we meet in design
of interface systems based on modern information
technology is the tradition from the one-sensor-one-
indicator technology that the operator task is expressed in
terms of actions on the system, the state of which the
operator is supposed to "figure out for himself" from
readings of a number of physical variablesand histraining
insystem fundamentals. However, if computer technology
is to be used to optimize man-machine communication,
information presentation must be structured according to
the nature of the control tasks the operator is supposed to
perform. To do this properly, it is necessary to design the
hierarchy of functions called for in the control of complex
systems as one consistent whol e -regardl ess of whether the
individual functions are automated or allocated to
operators. In asupervisory control task, the operator will
havetofacetasksat several levelsinthehierarchy of control
functions; i.e., the concepts used in a proper description of
the various tasks will vary in the level of abstraction
between physical implementation and overall system
purpose, as discussed inrelation to causes and reasons[26],
[27]. In order to plan the formats of data presentation and
theintegration of measured dataneeded to derivetherel ated
variables, a formalized description of the categories of
control tasks at the various levels of abstraction is
necessary. An attempt to develop such a description is
givenby Lind[28].

A further requisite to structuring the man-computer
interaction will be a description of these various categories
of control tasks in information processing terms, together
with adescription of the strategies the operator is supposed
to use; i.e, the control task must be described in terms
referring to human mental functions rather than system
requirements. Thisis particularly important, since several
strategies which have very different requirements for
human information processing capacity and data formats
may be used for a specific external control task. As an
.example, consider the identification of the actual state of
the system to be controlled: should identification be based
on recognition of a specific symptom, on a decision table
look-up, or on genuine diagnosis based on functional
reasoning? However, as stated earlier, to match the
interface to human capabilitiesin a specific task, we do not
need a model of the detailed data process which will be
performed but rather of the characteristics of different
possiblecate-
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gories of performancein termsof the strategy and therelated
representation of system structure and state variables,
together with requirements for processing capacity. In
addition, information on the subjective human preferences or
performance criteria which will control the selection of
strategy inagiven environment isnecessary fordesign.

This situation leads to the need for human performance
analysesin real-life situationsto identify mental strategies
and subjective performance criteria. From the analysis of
task performance by observation, interviews, verbal
protocols, error reports, etc., leading to descriptions of
actual performanceinanumber of situations, generalization
across instances can lead to descriptions of prototypical
performance [29] from which a repertoire of formal
strategies can be identified and described with referenceto
thedistinctionsdescribed in the present paper. For instance,
see[30] for adiscussion of diagnostic strategies.

Evaluation of a specific interface design will require
different types of experiments for which the distinctions
discussed in the present paper have proved useful in our
research[31]. For evaluation of the system design concepts,
experimentsinvolving the total set of display formatsto be
used in awork scenario are necessary tovalidate the design;
i.e., to see whether the data presentations in actual work
situations activate the strategies on which the display
formats are based. In most cases, this validation is more
readily based on a qualitative evaluation of the match
between the predicted strategy and the strategy that was
actually used than upon a quantitative performance
measure. An effective tool in the qualitative evaluation is
analysis of verbal reports and interviews. Although it may
be doubtful whether verbal reports reveal mental data
processes, they can be very vauable in identifying
categories of performance by means of the distinction
discussed previously on the basis of the concepts used to
name tasks, models, and variables for the different
categoriesof behavior.

Other kinds of experiments are required to verify the
internal consistency in models. For this purpose, computer
simulations related, for instance, to optimal control models
or production rules for intelligent artifacts can beused. In
addition, selective laboratory experiments with human
subj ects using quantitative performance measurements can
be useful. See, for instance, the diagnostic experiments of
Rouse and his coworkers[321. Such experiments may also
be used to optimize the ergonomic designof adisplay or set
of displaysfor aspecific selected task. However, evenwhen
guantitative performance measures are used, verbal
statements are valuable in verifying that the performance
trials analyzed in an experiment belong to the same
category.

A general conclusion from our research has been that, in
order to switch from the traditional one-sensor-one-
indi cation technol ogy to effective use of modern information
technology for interface design, we have to consider in an
integrated way human performance which is normally
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studied by separate paradigms. Inaddition, itisevident that
we, like Eddington's ichthyologist [33], will be able to
obtain some of the results needed more readily by
conceptual analysis before experiments than by data
analysisafterwards.
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